
 
 
 

Atomic transactions in AMBA CHI 
Non-Confidential Issue 01 
Copyright © 2021 Arm Limited (or its affiliates).  
All rights reserved. 

102714 

  



Atomic transactions in AMBA CHI 102714 
Issue 01 

 
 

Copyright © 2021 Arm Limited (or its affiliates). All rights reserved. 
Non-Confidential 

Page 2 of 23 

Atomic transactions in AMBA CHI 

Copyright © 2021 Arm Limited (or its affiliates). All rights reserved. 

Release information 

Document history 

Issue Date Confidentiality Change 

01 February 2, 2022 Non-confidential First release 

Non-Confidential proprietary notice 

This document is protected by copyright and other related rights and the practice or implementation of the 
information contained in this document may be protected by one or more patents or pending patent 
applications. No part of this document may be reproduced in any form by any means without the express prior 
written permission of Arm. No license, express or implied, by estoppel or otherwise to any intellectual property 
rights is granted by this document unless specifically stated. 

Your access to the information in this document is conditional upon your acceptance that you will not use or 
permit others to use the information for the purposes of determining whether implementations infringe any 
third party patents. 

THIS DOCUMENT IS PROVIDED “AS IS”. ARM PROVIDES NO REPRESENTATIONS AND NO WARRANTIES, 
EXPRESS, IMPLIED OR STATUTORY, INCLUDING, WITHOUT LIMITATION, THE IMPLIED WARRANTIES 
OF MERCHANTABILITY, SATISFACTORY QUALITY, NON-INFRINGEMENT OR FITNESS FOR A 
PARTICULAR PURPOSE WITH RESPECT TO THE DOCUMENT. For the avoidance of doubt, Arm makes no 
representation with respect to, has undertaken no analysis to identify or understand the scope and content of, 
patents, copyrights, trade secrets, or other rights.   

This document may include technical inaccuracies or typographical errors. 

TO THE EXTENT NOT PROHIBITED BY LAW, IN NO EVENT WILL ARM BE LIABLE FOR ANY DAMAGES, 
INCLUDING WITHOUT LIMITATION ANY DIRECT, INDIRECT, SPECIAL, INCIDENTAL, PUNITIVE, OR 
CONSEQUENTIAL DAMAGES, HOWEVER CAUSED AND REGARDLESS OF THE THEORY OF LIABILITY, 
ARISING OUT OF ANY USE OF THIS DOCUMENT, EVEN IF ARM HAS BEEN ADVISED OF THE 
POSSIBILITY OF SUCH DAMAGES. 

This document consists solely of commercial items. You shall be responsible for ensuring that any use, 
duplication or disclosure of this document complies fully with any relevant export laws and regulations to assure 
that this document or any portion thereof is not exported, directly or indirectly, in violation of such export laws. 
Use of the word “partner” in reference to Arm's customers is not intended to create or refer to any partnership 
relationship with any other company. Arm may make changes to this document at any time and without notice. 

This document may be translated into other languages for convenience, and you agree that if there is any 
conflict between the English version of this document and any translation, the terms of the English version of 
the Agreement shall prevail. 

The Arm corporate logo and words marked with ® or ™ are registered trademarks or trademarks of Arm Limited 
(or its affiliates) in the US and/or elsewhere. All rights reserved.  Other brands and names mentioned in this 
document may be the trademarks of their respective owners. Please follow Arm's trademark usage guidelines at 
https://www.arm.com/company/policies/trademarks.   

Copyright © 2021 Arm Limited (or its affiliates). All rights reserved.   

Arm Limited. Company 02557590 registered in England.  

https://www.arm.com/company/policies/trademarks


Atomic transactions in AMBA CHI 102714 
Issue 01 

 
 

Copyright © 2021 Arm Limited (or its affiliates). All rights reserved. 
Non-Confidential 

Page 3 of 23 

110 Fulbourn Road, Cambridge, England CB1 9NJ.  

(LES-PRE-20349) 

Confidentiality status 

This document is Non-Confidential. The right to use, copy and disclose this document may be subject to license 
restrictions in accordance with the terms of the agreement entered into by Arm and the party that Arm 
delivered this document to. 

Unrestricted Access is an Arm internal classification. 

Product status 

The information in this document is Final, that is for a developed product. 

Web address 

developer.arm.com 

Progressive terminology commitment 

We believe that this document contains no offensive terms. If you find offensive terms in this document, email 
terms@arm.com. 

https://developer.arm.com/
mailto:terms@arm.com


Atomic transactions in AMBA CHI 102714 
Issue 01 

 
 

Copyright © 2021 Arm Limited (or its affiliates). All rights reserved. 
Non-Confidential 

Page 4 of 23 

Contents 

1 Overview ................................................................................................................................................................ 5 

1.1 Before you begin ....................................................................................................................................................... 5 

2 Atomic fundamentals.......................................................................................................................................... 6 

3 Transaction types ................................................................................................................................................. 7 

3.1 AtomicStore................................................................................................................................................................ 7 

3.2 AtomicLoad ................................................................................................................................................................. 7 

3.3 AtomicSwap ................................................................................................................................................................ 8 

3.4 AtomicCompare ........................................................................................................................................................ 8 

3.5 Subopcodes for AtomicStore and AtomicLoad .............................................................................................. 9 

3.6 Result checking.......................................................................................................................................................... 9 

4 Atomics in action ................................................................................................................................................ 11 

5 Address and data alignment requirements ................................................................................................ 13 

6 Memory types and Snoop scenarios ............................................................................................................. 15 

7 Comparison of exclusive and atomic transactions .................................................................................. 17 

7.1 Atomic add using exclusive transactions........................................................................................................ 17 

7.2 Atomic add using AtomicStore transaction ................................................................................................... 18 

8 System support ................................................................................................................................................... 20 

8.1 Self-snooping............................................................................................................................................................ 20 

8.2 Atomic support in subordinates ........................................................................................................................ 20 

8.3 Error handling .......................................................................................................................................................... 20 

9 Related information .......................................................................................................................................... 22 

10 Next steps .......................................................................................................................................................... 23 



Atomic transactions in AMBA CHI 102714 
Issue 01 

 
 

Copyright © 2021 Arm Limited (or its affiliates). All rights reserved. 
Non-Confidential 

Page 5 of 23 

1 Overview 
This guide describes the atomic transactions that Arm added into the CHI-B specification. These 
transactions are required to enable support for the atomic instructions added in the Armv8.1 
architecture.  

The guide introduces the new transactions, potential subopcodes, and the fundamentals of atomic 
operations. We compare the difference between using these newer transactions and older 
transaction counterparts. This guide also describes the additional functionality and the interconnect 
or endpoint device to support atomic transactions. 

1.1 Before you begin 

If you are not familiar with CHI, read Introducing the AMBA Coherent Hub Interface. 

https://developer.arm.com/documentation/102407/
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2 Atomic fundamentals  
An atomic operation is a read-modify-write sequence performed without interference from another 
Requester. Like exclusive accesses in AXI, atomic transactions allow a Requester to modify data in a 
particular region of memory. These transactions also ensure that writes from other Requestors do 
not corrupt the data. Atomic transactions can execute several atomic operations and be performed 
internally or externally of the processor. 

In AXI3 and 4 and CHI-A, a Requester fetches the data, performs the operation, then writes the result 
back for the atomic access to complete. CHI-B enables the option to transport the atomic operation 
to the interconnect or Subordinate Node (SN). This increased efficiency reduces the time that data is 
made inaccessible to other Requesters. 

To perform the atomic operation, the target uses an Arithmetic Logic Unit (ALU). To use atomic 
operations, a Home Node (HN) and SN require an ALU. Atomic transaction support is optional in CHI-
B and later, so HNs and SNs do not always have an ALU.  

The full atomic transaction structure is as follows: 

• The Requester issues an atomic transaction to the interconnect. 

• The HN or SN has an ALU, so it performs the atomic operation. 

• Depending on the operation, the interconnect can return the original data of the address to the 
Requester. 

Atomic operations performed internally by a fully coherent Request Node (RN-F) are called near-
atomics. Atomic operations that are performed externally to the Requester are called far-atomics. 

An RN-F can perform a near-atomic operation within its cache memory system. 

Near-atomics can occur for the following reasons: 

• The RN-F holds the data in its cache in a Unique state, so external transactions are not required. 

• The interconnect does not support atomic transactions, so atomics must be suppressed at the 
Requester. 

When an interconnect supports atomic transactions, Request Nodes (RNs) can issue far-atomics 
downstream. 

Far-atomics are performed closer to where the data resides, either in the interconnect or at the 
Subordinate holding the data. 

A Request Node can issue far-atomics for the following reasons: 

• The Request Node holds the line in a Shared state for the rest of the Coherent Nodes. 

• The Request Node does not hold the cache line. 

• The memory location is a non-coherent memory type. 
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3 Transaction types 
This section describes the following atomic transaction types added in CHI-B: 

• AtomicStore 

• AtomicLoad 

• AtomicSwap 

• AtomicCompare 

The system in each example has a Requester, memory unit, and an ALU. 

The data in the series of diagrams in this section is represented by: 

• AddrData for the current data in memory 

• TxnData for the data sent with the atomic request 

• Solid arrows for data that is always transmitted 

• Dotted arrows for data that is sent only when certain conditions are met. 

3.1 AtomicStore 

The following diagram shows how an AtomicStore progresses in a system that fully supports atomics: 

 

Figure 1: The AtomicStore transaction 

When the ALU receives the AtomicStore transaction, it executes the suboperation that is indicated in 
the subopcode of the transaction. The ALU uses the TxnData and AddrData in the transaction as 
operands. When the operation is complete, the ALU stores the result to memory. 

There are eight subopcodes that an AtomicStore can perform. These subopcodes are reviewed in 
Subopcodes for AtomicStore and AtomicLoad. 

Some of the suboperations are conditional, so an AtomicStore transaction does not always need to 
write new data to memory. 

3.2 AtomicLoad 

The following diagram shows how an AtomicLoad progresses in a system that fully supports atomics: 
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Figure 2: The AtomicLoad transaction 

AtomicLoad is similar to AtomicStore, because it can execute eight subopcodes and updates memory 
if the condition passes. The subopcodes are reviewed in the Subopcodes for AtomicStore and 
AtomicLoad.  

The difference between AtomicLoad and AtomicStore is that AtomicLoad returns the original 
AddrData value to the Requester.  

3.3 AtomicSwap 

The following diagram shows how an AtomicSwap progresses in a system that fully supports atomics: 

 

Figure 3: The AtomicSwap operation 

AtomicSwap performs unconditionality and does not perform suboperations. AtomicSwap swaps the 
TxnData with the data at the addressed location. The new data is written to memory, and the original 
data is returned to the Requester.   

3.4 AtomicCompare 

The AtomicCompare transaction is different from the previous atomic transactions because it sends 
two data values with the following operations:  

• SwapValue 

• CompareValue 

The following diagram shows how an AtomicCompare progresses in a system that fully supports 
atomics: 
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Figure 4: The AtomicCompare transaction 

AtomicCompare works as follows: 

• The ALU takes the current data and the CompareValue and checks if they are equal. 

• The transaction performs one of the following actions: 

o If the compared values are equal, the memory location is updated with the SwapValue. 

o If the compared values are not equal, then memory is not updated. 

• The original data at that memory location (AddrData) is always returned to the Requester, 
regardless of the comparison result. 

3.5 Subopcodes for AtomicStore and AtomicLoad 

There are eight subopcodes that an AtomicStore and AtomicLoad can perform. The following table 
summarizes these subopcodes, indicating the condition in which the value in memory is updated, and 
any corresponding update value: 

Subopcode Update AddrData with Condition 

ADD TxnData + AddrData Unconditional 

CLR [Bitwise] AddrData & ~TxnData Unconditional 

EOR [Bitwise] AddrData ^ TxnData Unconditional 

SET [Bitwise] AddrData | TxnData Unconditional 

SMAX TxnData (signed) TxnData > (signed) AddrData 

SMIN TxnData (signed) TxnData < (signed) AddrData 

UMAX TxnData (unsigned) TxnData > (unsigned) AddrData 

UMIN TxnData (unsigned) TxnData < (unsigned) AddrData 

Table 1: Subopcodes for AtomicStore and AtomicLoad 

3.6 Result checking 

The responses for an atomic transaction do not indicate whether a conditional atomic operation 
successfully occurred. If a Requester wants to know if an atomic transaction updated a memory 
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location, the Requester performs a normal read of the address after the atomic operation completes. 
Alternatively, it can use the returned data to calculate whether the condition passed. 
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4 Atomics in action 
This section tells you about the transaction flow for atomics in a transaction. 

The following example shows the flow of an AtomicLoad transaction with an ADD suboperation 
(LDADD). The transaction is LDADD, and the data sent with the transaction is TxnData.  

The current data in memory is called AddrData.  

The full transaction flow is as follows: 

1. The requester issues an AtomicLoad transaction to the memory controller with TxnData = 1.  
The suboperation for the transaction is an ADD operation. The following diagram shows this 
transaction: 

 

2. The memory controller reads AddrData from the address specified in the atomic request. In this 
example, the value read from memory is 2 as shown in the diagram:  
 

 

3. The memory controller computes the sum of TxnData and AddrData. This operation leads to a 
result of 3. 

4. The operation result 3 is written to memory. 

Figure 5: AtomicLoad transaction 

Figure 6: Memory reads AddrData 
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5. The memory controller returns the original AddrData value to the Requester, completing the 
AtomicLoad transaction, as shown in the following diagram: 

Figure 7: Memory returns the AddrData value 
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5 Address and data alignment 
requirements 
This section of the guide describes how the data alignment works for the AtomicCompare 
transaction, using four different examples. Atomic operations have the following requirements:  

• The size field must be set exactly to the size of the outbound data. 

• The address in the atomic request must be aligned to the size of the data: 

o For the AtomicStore, AtomicLoad, and AtomicSwap transactions, the address in the request is 
always aligned to the size of the outbound data. 

o The AtomicCompare transaction issues two outbound data values, the CompareValue and the 
SwapValue. These values make the outbound data twice the size of the inbound data.  
To correctly align the address, the AtomicCompare request aligns the address to the size of 
the inbound data instead of the outbound data. 

• For AtomicCompare requests: 

o The outbound data must be aligned to the data size. 

o The position of the Compare and Swap values varies depending on the address. The address 
of the transaction indicates the position of the CompareValue, and the SwapValue populates 
the remaining bytes to align to the size.  

Let’s look at how the data alignment works for the AtomicCompare transaction. The following 
diagram shows all four examples. The CompareValue is labeled C and the SwapValue is labeled S: 

 

Figure 8: Four examples of AtomicCompare data alignment 

The first two examples in the diagram show the inbound data is one byte. 

In example 1, the address of the AtomicCompare request is 0x2, and the size of the inbound data is 
one byte. The width of the data bus is 8 bytes, which means that the Compare and Swap values 
require one byte each: 

Because the address is 0x2, byte 2 in the bus carries the CompareValue.  
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Byte 2 of the bus is also aligned to the size of the outbound data, so byte 3 is used to carry the 
SwapValue.  

In example 2, the size of the inbound data is one byte, but the address is 0x5 instead of 0x2. This 
transaction allows for the address to indicate the location of the CompareValue, and for both values 
to align to the request size. The address does not align to the outbound data size, so the positions of 
CompareValue and SwapValue change as follows: 

CompareValue is sent on byte 5 of the bus, to match the requested address 

SwapValue is sent on byte 4 

Example 3 and examples 4 show the scenario the inbound data size as 2 bytes: 

• Example 3 shows the alignment for an AtomicCompare for address 0x2.The address and the 
outbound data size, which is 4 bytes, do not align. In this example, the SwapValue gets positioned 
in the first 2 bytes of the bus. The CompareValue is positioned in bytes 2 and 3 to align with the 
address of the request. 

• Example 4 shows the position of the Compare and Swap values when the data aligns to the 4 
bytes of data being transmitted. The CompareValue is positioned at bytes 4 and 5 to align with 
the address, and the SwapValue is sent on bytes 6 and 7. 
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6 Memory types and Snoop scenarios 
Atomic operations can be performed to any type of Device Memory or Normal Memory, but not all 
regions of memory are required to support atomic transactions.  

Atomic requests can signal request Order and Endpoint Order in the transaction. 

If an atomic request targets a snoopable address, the preferred snoop type is SnpUnique. This snoop 
type invalidates existing cache copies in case new bytes get written to that cache line. 

The first example shows an atomic request for which the corresponding snoop hits, and the memory 
update condition for the subopcode passes. 

The order of events is as follows: 

1. The RN-I issues an AtomicStore transaction with the unsigned MAX subopcode to the HN-F, as 
shown in the following diagram: 

 

2. The HN-F generates a snoop to the RN-F, as shown in the diagram: 

Figure 9: RN-I issues an AtomicStore transaction 
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3. The snoop results in a hit, so the RN-F invalidates the cache line and sends the dirty data to the 
HN-F. 

4. The MAX function condition passes, and the HN-F overwrites the relevant bytes of the dirty line 
with the data from the atomic request. Atomic updates are less than 64 bytes in size, so the 
atomic operation modifies only part of the cache line. 

5. The HN-F updates the memory with the new data. 

The  second example shows an atomic request for which the corresponding snoop hits. In this 
example, this time the memory update condition for the subopcode fails. 

The order of events is as follows: 

1. The RN-I issues an AtomicStore transaction with the unsigned MAX subopcode to the HN-F. 

2. The HN-F generates a snoop to the RN-F. 

3. The snoop results in a hit. 

4. The RN-F invalidates its copy of the line and sends the dirty data to the HN-F. 

5. The MAX function condition fails in the HN-F, and the cache line is not updated with the data from 
the request. 

6. The HN-F updates the memory with the dirty data from the RN-F snoop, but the atomic operation 
does not modify the data following this update. Because the cache line was invalidated at the RN-
F, the dirty data was written to memory to avoid discarding it. 

Figure 10: HN-F generates a snoop to the RN-F 
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7 Comparison of exclusive and 
atomic transactions 
This section of the guide uses two examples to compare the performance of atomic operations with 
exclusives (CHI.A) and far-atomics (CHI-B). 

7.1 Atomic add using exclusive transactions 

This example shows an atomic add operation using exclusive accesses, which results in a near-atomic. 
The counter to increment is a shareable memory location that is held in the cache of another CPU.  

The flow of the atomic add operation is as follows: 

1. The CPU executes a load exclusive instruction that generates a ReadShared request to the HN-F, 
as shown in the diagram: 

 

Figure 11: CPU executes the ReadShared request 

2. The HN-F does not have the requested data in its cache, so it generates snoops to the CPUs that 
do have it, as shown in the following diagram: 
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Figure 12: HN-F generates snoops to the CPU 

3. The HN-F receives the snoop data from the CPU then forwards the snoop data to the requester. 

4. The CPU performs the addition and executes a store exclusive instruction to update the counter. 

5. The store exclusive instruction generates a CleanUnique request to the HN-F. 

6. The HN-F sends invalidating snoops to the CPUs holding the cache line. 

7. The HN-F receives a response from the CPU. 

8. The HN-F responds to the requesting CPU and completes the CleanUnique request. 

The exclusive accesses required two snoop requests, which adds latency in large systems.  

7.2 Atomic add using AtomicStore transaction 

This example shows how CHI-B atomics reduce latency when performing far-atomic operations. In 
this example, we see how far-atomics are used to increment a Shared counter. 

The HN-F in the example holds the Shared counter in its cache, so a far-atomic is possible.  

The flow of the atomic add operation is as follows: 

1. The CPU executes a store Add instruction that generates an AtomicStore transaction to the HN-
F, as shown in the diagram: 
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Figure 13: CPU generates an AtomicStore transaction to the HN-F 

2. The HN-F contains a full Arithmetic Logic Unit (ALU) and performs the atomic operation. An 
AtomicStore transaction does not require a response, so the CPU does not track the transaction 
as outstanding. 

3. Because the CPU does not track the AtomicStore, the transaction completes when it is issued. 

This second example has significantly less latency than the first example. The exclusive accesses in the 
first example had to fetch data and invalidate the caches of other requesters. This process means that 
the CPU could perform the atomic operation. But in CHI-B, having a full ALU in the interconnect or at 
the completer reduces the number of transactions required to perform an atomic operation. This 
reduction leads to better system performance. 
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8 System support 
In this section, learn about other considerations a designer can make when implementing support for 
atomic transactions. 

8.1 Self-snooping 

CHI-B permits self-snooping of the Requesting Node for atomic transactions. 

Self-snooping removes the need for an RN-F to look up the line in its cache and invalidate it if the RN 
has the line in the Shared state. 

Note: ACE-Lite and AXI Requesters do not support self-snooping because they do not have coherent 
caches. 

The SnoopMe field controls self-snooping in the request Flit. This field is only applicable for atomic 
transactions. The Home Node receiving a transaction with SnoopMe = 1 must send a snoop to the 
Requester, if it determines that the cache line might be present at the Requester. Use of this field 
depends on the microarchitecture of the Requester itself. An RN-F can look in its own cache before 
issuing an atomic transaction externally and perform the atomic locally if the line was found in a 
Unique state.  

8.2 Atomic support in subordinates 

CHI-B makes it optional for a Subordinate Device to support atomic transactions: 

• If a Subordinate does not support atomics, the interconnect must not send any atomic 
transactions to that Subordinate.   

• Atomic transactions marked as Device Memory must be passed to the appropriate endpoint 
Subordinate. If that Subordinate does not support atomics, the interconnect must give an 
appropriate error response for that transaction. 

• If a transaction is marked as Snoopable, the transaction must be forwarded to the Subordinate. 
This transaction occurs after the snoops have completed and dirty cached data is written back to 
the Subordinate. 

• A Subordinate Node can limit atomic transactions support to specific memory types or address 
regions. If an atomic transaction targets a memory region that does not support atomics, the SN 
must give an appropriate error response for that transaction. 

8.3 Error handling  

The interconnect can send a response and read data before or after it performs the atomic operation. 
The response and the read data do not depend on the result of the atomic operation. The data to 
return is always the current value in memory, and the dataless responses indicate that the 
transmitted data has been received. 
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However, if a component supports error signaling, it must delay the response to the Requester. An 
example of an error can be corrupted write data or a request to a memory region that does not 
support atomics. In both cases, the component must wait until the operation has completed, so that 
an error can be signaled back to the Requester if needed. 
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9 Related information 
Here are some resources related to material in this guide: 

• AMBA 5 CHI Architecture Specification 

• AMBA AXI and ACE Protocol Specification AXI3, AXI4, and AXI4-Lite ACE and ACE-Lite 

• Arm Community 

• Introducing the AMBA Coherent Hub Interface 

https://developer.arm.com/documentation/ihi0050/b/
https://developer.arm.com/documentation/ihi0022/e/
https://community.arm.com/
https://developer.arm.com/documentation/102407/
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10 Next steps 
This supplementary guide to Introducing the AMBA Coherent Hub Interface introduced the atomic 
transactions added to the AMBA CHI-B specification. You also learned about atomic usage with 
systems. 

This guide explained how atomic transactions were previously supported using Exclusives and the 
performance improvements provided by the newer transactions. Finally, you learned about other 
system requirements. 

As a next step, you can learn more about the AMBA CHI protocol specification. Use your knowledge 
to develop and use components that implement the AMBA CHI protocol. 

To learn more about the AMBA CHI protocol, you can access subscription-based technical training at 
Introduction to the AMBA CHI protocol training. 

https://developer.arm.com/documentation/102407/
https://developer.arm.com/docs/ihi0050/latest
https://arm.fuseuniversal.com/learning/plans/26603/topics/81036

