
10

A critical concern for embedded sys-
tems is the need to deliver high levels of per-
formance with ever-diminishing power
budgets. This is evident in the evolution of
mobile phones: in the past seven years, mobile
phones have shown a 50× improvement in
talk-time per gram of battery (based on a com-
parison of standard configurations of Nokia
232 and Ericsson T68 phones). At the same
time, mobile phones have been taking on
computational tasks typically performed on
desktop computers: 3D graphics, video dis-
play, Internet access, and gaming. As the
breadth of applications for these devices
widens, a single operating point no longer suf-
fices to efficiently meet their processing and
power consumption requirements. For exam-
ple, MPEG video playback requires an order-
of-magnitude higher performance than
playing MP3s. However, running at the per-
formance level necessary for video is not ener-
gy efficient for audio.

These mobile devices can bridge the gap
between high performance and low power
through dynamic voltage scaling (DVS).1

Lowering clock frequency to the minimum

required level exploits periods of low proces-
sor utilization and allows a corresponding
reduction in supply voltage. Because dynam-
ic energy scales quadratically with supply volt-
age, DVS can significantly reduce energy use.2

Enabling systems to run at multiple fre-
quency and voltage levels is challenging and
requires characterizing the processor to ensure
correct operation at the required operating
points. We call the minimum supply voltage
that produces correct operation the critical sup-
ply voltage. This voltage must be sufficient to
ensure correct operation in the face of numer-
ous environmental and process-related vari-
abilities that can affect circuit performance.
These include unexpected voltage drops in the
power supply network, temperature fluctua-
tions, gate length and doping concentration
variations, and cross-coupling noise. These
variabilities can be data dependent, meaning
that they exhibit their worst-case impact on
circuit performance only under certain instruc-
tion and data sequences and that they com-
prise both local and global components. For
instance, local process variations will affect
specific regions of the die in different and
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independent ways, while global process varia-
tions affect the entire die’s circuit performance
and create variation from one die to the next.
Similarly, temperature and supply drop have
local and global components, while cross-cou-
pling noise is a predominantly local effect.

To ensure correct operation under all pos-
sible variations, designers typically use corner
analysis to select a conservative supply volt-
age. This means adding margins to the criti-
cal voltage to account for uncertainty in the
circuit models and for the worst-case combi-
nation of variabilities. However, such a com-
bination of variabilities might be very rare or
even impossible in a particular chip, making
this approach overly conservative. And, with
process scaling, environmental and process
variabilities will likely increase, worsening the
required voltage margins.

To support more-aggressive power reduc-
tion, designers can use embedded inverter delay
chains3 to tune the supply voltage to an indi-
vidual processor chip. The inverter chain’s delay
serves to predict the circuit’s critical-path delay,
and a voltage controller tunes the supply volt-
age during processor operation to meet a pre-
determined delay through the inverter chain.
This approach to DVS has the advantage that
it dynamically adjusts the operating voltage to
account for global variations in supply voltage
drop, temperature fluctuation, and process vari-
ations. However, it cannot account for local
variations, such as local supply-voltage drops,
intradie process variations, and cross-coupled
noise. Therefore, the approach requires adding
safety margins to the critical voltage. Also, an
inverter chain’s delay doesn’t scale with voltage
and temperature in the same way as the critical-
path delays of the actual design. The latter
delays can contain complex gates and pass-tran-
sistor logic, again requiring extra voltage safe-
ty margins. In future technologies, the local
component of environmental and process vari-
ation is likely to become more prominent, and,
as Gonzalez et al. noted, the sensitivity of cir-
cuit performance to these variations is higher at
lower operating voltages, thereby increasing the
necessary margins and reducing the scope for
energy savings.4

Razor approach
Razor, a new approach to DVS, is based on

dynamic detection and correction of speed-

path failures in digital designs. Its key idea is to
tune the supply voltage by monitoring the
error rate during operation. Because this error
detection provides in-place monitoring of the
actual circuit delay, it accounts for both glob-
al and local delay variations and doesn’t suffer
from voltage scaling disparities. It therefore
eliminates the need for voltage margins to
ensure always-correct circuit operation in tra-
ditional designs. In addition, a key Razor fea-
ture is that operation at subcritical supply
voltages doesn’t constitute a catastrophic fail-
ure but instead represents a trade-off between
the power penalty incurred from error correc-
tion and the additional power savings obtained
from operating at a lower supply voltage.

The Razor project includes four faculty
members and more than 10 graduate students
in the Electrical Engineering and Computer
Science Department at the University of
Michigan. We implemented the Razor tech-
nique in a prototype 64-bit Alpha processor
design and used it to obtain a realistic mea-
sure of the power savings and overhead for in-
place error detection and correction. We also
studied the error rate trends for data path
components, using both circuit-level simula-
tion and silicon measurements of a full-
custom multiplier block. Architectural
simulations then helped us analyze the over-
all throughput and power characteristics of
Razor-based DVS for different benchmark
test programs. On average, Razor reduced
simulated consumption by more than 40 per-
cent, compared with traditional design-time
DVS and delay-chain-based approaches.

Razor error detection and correction
Razor relies on a combination of architec-

tural and circuit-level techniques for efficient
error detection and correction of delay path
failures. Figure 1 illustrates the concept for a
pipeline stage. A so-called shadow latch, con-
trolled by a delayed clock, augments each flip-
flop in the design. In a given clock cycle, if the
combinational logic, stage L1, meets the setup
time for the main flip-flop for the clock’s ris-
ing edge, then both the main flip-flop and the
shadow latch will latch the correct data. In this
case, the error signal at the XOR gate’s output
remains low, leaving the pipeline’s operation
unaltered. If combinational logic L1 doesn’t
complete its computation in time, the main
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flip-flop will latch an incorrect value, while
the shadow latch will latch the late-arriving
correct value. The error signal would then go
high, prompting restoration of the correct
value from the shadow latch into the main
flip-flop, and the correct value becomes avail-
able to stage L2. To guarantee that the shad-
ow latch will always latch the input data
correctly, designers constrain the allowable
operating voltage so that under worst-case
conditions the logic delay doesn’t exceed the
shadow latch’s setup time.

If an error occurs in stage L1 during a par-
ticular clock cycle, the data in L2 during the
following clock cycle is incorrect and must be
flushed from the pipeline. However, because
the shadow latch contains the correct output
data from stage L1, the instruction needn’t re-
execute through this failing stage. Thus, a key
Razor feature is that if an instruction fails in
a particular pipeline stage, it reexecutes
through the following pipeline stage while
incurring a one-cycle penalty. The proposed
approach therefore guarantees a failing
instruction’s forward progress, which is essen-
tial to avoid perpetual failure of an instruc-
tion at a particular pipeline stage.

We limit this article to Razor’s use on com-
binational logic blocks contained within the
pipeline data paths. Therefore, we apply Razor
to a simple embedded processor that uses an
in-order pipeline with simple control and small
caches. In such a processor, control logic and
SRAM structures remain error free, even at the

worst-case frequency and voltage. Therefore,
they don’t require Razor technology.

Circuit-level implementation issues
Razor-based DVS requires that the error

detection and correction circuitry’s delay and
power overhead remain minimal during error-
free operation. Otherwise, this circuitry’s
power overhead would cancel out the power
savings from more-aggressive voltage scaling.
In addition, it’s necessary to minimize error
correction overhead to enable efficient oper-
ation at moderate error rates.

We applied several methods to reduce the
Razor flip-flop’s power and delay overhead, as
shown in Figure 2. The multiplexer at the
Razor flip-flop’s input causes a significant
delay and power overhead; therefore, we
moved it to the feedback path of the main flip-
flop’s master latch, as Figure 2 shows. Hence,
the Razor flip-flop introduces only a slight
increase in the critical path’s capacitive load-
ing and has minimal impact on the design’s
performance and power.

In most cycles, a flip-flop’s input will not tran-
sition, and the circuit will incur only the power
overhead from switching the delayed clock,
thereby reducing Razor’s power overhead. Gen-
erating the delayed clock locally reduces its rout-
ing capacitance, which further minimizes
additional clock power. Simply inverting the
main clock will result in a clock delayed by half
the clock cycle. Also, many noncritical flip-flops
in the design don’t need Razor. If the maximum
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delay at a flip-flop’s input is guaranteed to meet
the required cycle time under the worst-case
subcritical voltage, the flip-flop cannot fail and
doesn’t need replacement with a Razor flip-flop.
We found that in the prototype Alpha proces-
sor, only 192 flip-flops out of 2,408 required
Razor, which significantly reduced the Razor
approach’s power overhead. For this prototype
processor, the total simulated power overhead
in error-free operation (owing to Razor flip-
flops) was less than 1 percent, while the delay
overhead was negligible.

Using a delayed clock at the shadow latch
raises the possibility that a short path in the
combinational logic will corrupt the data in
the shadow latch. To prevent corruption of the
shadow latch data by the next cycle’s data,
designers add a minimum-path-length con-
straint at each Razor flip-flop’s input. These
minimum-path constraints result in the addi-
tion of buffers during logic synthesis to slow
down fast paths; therefore, they introduce a
certain power overhead. The minimum-path
constraint is equal to clock delay tdelay plus the
shadow latch’s hold time, thold. A large clock
delay increases the severity of the short-path
constraint and therefore increases the power
overhead resulting from the need for additional
buffers. On the other hand, a small clock delay
reduces the margin between the main flip-flop
and the shadow latch, hence reducing the
amount by which designers can drop the sup-
ply voltage below the critical supply voltage.
In the prototype 64-bit Alpha design, the clock
delay was half the clock period. This simpli-

fied generation of the delayed clock while con-
tinuing to meet the short-path constraints,
resulting in a simulated power overhead
(because of buffers) of less than 3 percent.

Pipeline error recovery mechanisms
It is imperative that errant pipeline results not

be written to the architected state before Razor
has validated them. Because validating timing-
speculative values takes two additional cycles
(one for error detection and one for meta-
stability detection), there must be two non-
speculative stages between the last Razor latch
and the writeback stage. In our design, memo-
ry accesses to the data cache are nonspeculative;
hence, the design requires only one additional
pipeline stage—called stabilize—before write-
back. The stabilize stage introduces an addi-
tional level of register bypass. Because store
instructions must execute nonspeculatively, they
execute in the pipeline’s writeback stage.

The pipeline error recovery mechanism
must guarantee that in the presence of Razor-
detected errors, an incorrect value does not
corrupt register or memory state. In the fol-
lowing three subsections, we highlight three
possible approaches to implementing pipeline
error recovery. The first is a simple but slow
method based on clock gating; the other two
methods are much more scalable techniques
based on pipelining.

Clock gating
The simplest approach to pipeline error

recovery is based on global clock gating. If
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Razor detects an error in any stage, the entire
pipeline stalls for one cycle by gating the next
global clock edge. The additional clock peri-
od lets every stage recompute its result using
the Razor shadow latch as input. Conse-
quently, the correct value from the Razor
shadow latch will replace any previously for-
warded errant values. Because all stages reeval-
uate their result with the Razor shadow latch
input, a single cycle can tolerate any number
of errors, guaranteeing forward progress. If all
stages produce an error in each cycle, the
pipeline will continue to run, but at half the
normal speed.

Counterflow pipelining
In aggressively clocked designs, it might not

be possible to implement global clock gating
without significantly affecting processor cycle
time. Consequently, we have designed and
implemented a fully pipelined error recovery
mechanism based on counterflow pipelining
techniques.5 This approach places negligible
timing constraints on the baseline pipeline
design at the expense of extending pipeline
recovery over a few cycles.

Razor’s detection of errors requires two spe-
cific actions. First, the stage computations fol-
lowing the failing Razor latch must be
nullified. This action relies on a bubble signal,
which indicates to the next and subsequent
stages that the pipeline slot is empty. Second,
asserting the stage ID of the failing stage trig-
gers the flush train. In the following cycle, the
Razor shadow latch injects the correct value
back into the pipeline, letting the errant
instruction continue with its correct inputs.
Additionally, the flush train begins propagat-
ing the failing stage’s ID in the opposite direc-
tion of the instruction’s movement. At each
stage visited by the active flush train, the cor-
responding pipeline stage result is invalidat-
ed along with the one immediately preceding
it. (The flush train must nullify two stages to
account for the twice-relative-pace of the main
pipeline.) When the flush ID reaches the start
of the pipeline, the flush control logic restarts
the pipeline at the instruction following the
errant instruction. If multiple stages experi-
ence errors in the same cycle, each of those
stages will initiate recovery, but only the error
Razor detects closest to writeback will com-
plete. Later recoveries will flush earlier ones.

Micro-rollback
The counterflow pipelining approach mit-

igates the circuit complexity problems with
the recovery signal, but it also costs many
more cycles in recovery time because of the
need to flush instructions and reexecute them,
even though their data might be correct.

Tamir et al. discussed micro-rollback as a
method for quickly recovering from transient
faults that occurred during execution.6 We
examined this design and saw that the concepts
would easily apply to stall logic. Micro-rollback
keeps a first-in first-out queue of length N back-
ing each register in the pipeline. Each cycle, the
design saves the value in the pipeline register
to the backing storage. When a stall signal
arrives, the backing storage can reinject the old
value for the stage register into the pipeline,
simulating a stall without restricting the stall
signal’s arrival to a very small clock window.
On a stall, the signal can have up to N cycles to
propagate to all the necessary stages.

Although micro-rollback reduces the num-
ber of penalty cycles an error incurs, it requires
adding register components to the pipeline,
and this raises flip-flop energy consumption
approximately 15 percent per rollback entry
for each register that requires backup.

Failure not an option
A key requirement of pipeline recovery con-

trol for any of the three schemes described is
that it not fail under even the worst operating
conditions (for example, low voltage, high
temperature, and high process variation). A
conservative design approach that validates
the timing of the error recovery circuits at the
worst-case subcritical voltage lets us meet this
requirement.

Supply voltage control
Many of the parameters affecting the nec-

essary voltage margin vary over time. Tem-
perature margins will track ambient
temperatures, and processing demands can
cause these margins to vary across a die. Con-
sequently, to optimize energy conservation, it’s
desirable to introduce a voltage control system
into the design. For Razor, the voltage control
system adjusts the supply voltage on the basis
of monitored error rates. A very low error rate
could indicate that circuit computation is fin-
ishing too quickly and voltage should be lower.
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Similarly, a low error rate could indicate
changes in the ambient environment (say,
decreasing temperature), providing an addi-
tional opportunity to lower voltage. Increas-
ing error rates, on the other hand, indicate that
circuits are not meeting clock-period con-
straints and voltage should be increased. The
optimal error rate depends on several factors,
including the energy cost of error recovery and
overall performance requirements, but in gen-
eral it is a small nonzero error rate.

As a starting point, we have implemented a
proportional control system that adjusts sup-
ply voltage in proportion to a sampled proces-
sor error rate. To prevent the control system
from overreacting and potentially placing the
system in an unstable state, the error sample
rate is roughly equivalent to the minimum
period of the voltage step. Although control of
this system might seem simple, our studies
show that there is little to gain from more-
complex control systems, such as PID (pro-
portional integral derivative) controllers.

Our previous work proposed two other
methods for further reclaiming energy from
margins:7

• Local DVS. If each pipeline stage has a sep-
arate voltage supply, the individual stages
tune their own voltage levels. This pre-
vents the problem of a single stage’s limit-

ing the energy savings of other stages that
could use lower voltages. However, fitting
several independent voltage sources onto
a chip is a very difficult (and expensive)
packaging issue that designers would need
to address to implement this method.

• Dynamic retiming. When the number of
errors in a pipeline is unbalanced
between different pipeline stages, high-
error stages can borrow time from low-
error stages using per-stage clock-delay
buffers, allowing the global voltage to be
lowered further than in the baseline glob-
al DVS case. This scheme requires only a
single voltage source but still lets stages
balance their error rates somewhat to
reduce the total energy needed.

Error rate analysis
Razor lets a microprocessor tolerate circuit

timing errors, thereby permitting operation at
a lower voltage, at the expense of decreased
instruction throughput. As an initial step in
gauging Razor technology’s benefits, we empir-
ically examined the error rate of fabricated
logic—an 18 × 18-bit full-custom multiplier
block contained within a high-density field-
programmable gate array. The Xilinx static tim-
ing analyzer indicated that we could clock the
circuit at up to 88.6 MHz at 1.5 V and 27°C.

Figure 3 illustrates the relationship between
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voltage and error rates for the multiplier block
running with random input vectors at 90
MHz and 27°C. The error rates appear as a
percentage on a log scale. The graph also shows
three additional design points, gauged using
the Xilinx static timing analyzer. The zero-
margin point is the lowest voltage at which the
circuit operates error free at 27°C. The safety-
margin point is the voltage at which the cir-
cuit runs without errors at 27°C in 90 percent
of the baseline clock period (10 ns at 100
MHz). We would expect this to be approxi-
mately the voltage margin required for delay-
chain tuning approaches, in which voltage
margins are necessary to accommodate intradie
process and temperature variations. Finally, the
environmental-margin point is the minimum
voltage required to run without errors at 90
percent of the baseline clock period at the
worst-case operating temperature of 85°C.

The multiplier circuit fails quite graceful-
ly, taking nearly 200 mV to go from the point
of the first error (1.54 V) to an error rate of 5
percent (1.34 V). Strikingly, at 1.52 V the
error rate is approximately one error every 20
seconds—or stated another way, one error per
1.8 billion multiply operations. The gradual
error rate rise is due to the dependence
between circuit inputs and evaluation latency.
Initially, only changes in circuit inputs that
require a complete re-evaluation of the criti-
cal path result in a timing error. As the volt-
age continues to drop, more and more internal
multiplier circuit paths cannot complete with-
in the clock cycle, and the error rate increas-
es. Eventually, voltage drops to the point
where none of the circuit paths can complete
in the clock period, and the error rate reach-
es 100 percent. Clearly, if the pipeline can tol-
erate a small rate of multiplier errors, it can
operate with a much lower supply voltage. For
instance, at 1.36 V the multiplier would com-
plete 98.7 percent of all operations without
error, for a total energy savings (excluding
error recovery) of 22 percent over the zero-
margin point, 30 percent over the safety-
margin point, and 35 percent over the
environmental-margin point.

Razor pipeline implementation
We implemented the proposed Razor error

detection and correction approach in a 64-bit,
single-issue, in-order processor using the

Alpha instruction set. The memory system
consisted of 8 Kbytes each in the instruction
and data caches. We implemented the proces-
sor in Taiwan Semiconductor Manufacturing
Corp.’s 0.18-µm process at 120 MHz. After
careful performance analysis, we found that
only the instruction decode and execute stages
would fail at the worst-case voltage and fre-
quency settings; hence, only these stages
required Razor flip-flops for their critical
paths. Of 2,408 flip-flops in the design, 192
needed Razor flip-flops. We delayed the clock
for the Razor flip-flops by half the clock cycle
from the system clock. We submitted the test
chip design to MOSIS for fabrication. A lay-
out picture appears in Figure 4, and Table 1
shows some of its specifications.

Power analysis of the processor design used
both gate-level power simulations and Spice
to evaluate the overhead of the error correc-
tion and detection circuits. From these simu-
lations, we expect the total power overhead of
the Razor error detection and correction cir-
cuitry in error-free operation to be 3.1 per-
cent of the total power.

A detailed evaluation of our Razor opti-
mization requires intimate knowledge of cir-
cuit evaluation characteristics, because Razor
timing errors are a direct function of circuit
evaluation latency. Typical architectural-based
simulation methodologies don’t have this level
of detail. At most, architectural simulators will
vary the number of cycles an operation exe-
cutes, on the basis of some model of its cir-
cuit complexity—for example, cache latency
versus size. To support detailed evaluation of
a Razor pipeline with various types of voltage
control, we embedded a circuit simulator into
our architectural simulator. Our architectur-
al simulator is based on the SimpleScalar
toolset.8 The embedded circuit simulator ref-
erences a combinational logic description of
each relevant Razor chip component and
interfaces with the architectural simulator on
a stage-by-stage basis. A detailed description
of our circuit-aware architectural simulation
methodology is available in the literature.9

Our evaluation analyzed eight SPEC2000
benchmarks. For each program, we simulated
10 million instruction samples selected using
the SimPoint tool’s “early multiple SimPoint”
option.10

Figure 5 shows the error rates and energy
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gains versus supply voltage for
a Razor design reported by
our simulator. We normalize
energy at a particular voltage
with respect to the enery at
1.8 V. We verified correct
program execution for all
plotted points. Because of the
error correction overhead,
energy consumption increas-
es at high error rates. Our
simulations show that a Razor
design reduces the energy to
compute by 25 to 35 percent,
depending on the program
being executed.

Qualitatively, the labels in
Figure 5 show the relationship
between supply voltage, com-
putational energy, and
pipeline throughput. The
total energy the pipeline con-
sumes (Epipe) is the sum of the energy used to
compute (Ecompute) plus the energy expended to

recover the pipeline from errors (Erecovery). A
trade-off exists between the pipeline energy
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Table 1. Test chip features and specifications.

Feature Specification
Technology node 0.18µm
DVS supply voltage range 1.2-1.8V
Total number of logic gates 45,661
Die size 3.0 x 3.3 mm
Clock frequency 200 MHz
Clock delay 2.5 ns
Icache size 8 KB
Dcache size 8 KB
Total number of flip-flops 2,408
Total number of razor flip-flops 192
Number of delay buffers added 2,498
Error free operation (simulated)

Total power 425 mW
Standard FF energy (static/sswitching) 49 fJ/95 fJ
Razor FF energy (static/switching) 60 fJ/160 fJ
Total delay buffer power overhead 12.2 mW
Percent total chip power overhead 3.1
Error correction and recovery overhead

Energy per Razor FF error event 210 fJ
Total energy per error event 189 pJ
Razor FF recovery overhead at 10 percent error rate 1 percent
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and the recovery energy. With lower voltage, it
takes less energy to perform computation in
the pipeline. However, this also increases the
frequency of errors in the pipeline, which
increases the amount of energy expended on
recovery events. The optimal operating point
for the processor is the point at which any fur-
ther decrease in voltage would cause the
processor to expend more energy in recovery
than it would save from the scaling.

Voltage control evaluation
Statically reducing voltage to the energy-

optimal fixed voltage point will certainly
improve the energy characteristics of a system
that employs Razor. Here, we consider the
potential value of dynamically adjusting sup-
ply voltage to workload characteristics. 

We simulated the three design variants dis-
cussed earlier: original global DVS, local DVS,
and global DVS with retiming. For each
design, we measured the energy savings over
the baseline and the performance impact
resulting from Razor timing-error recovery.
The baseline pipeline design is the Razor pro-
totype design without Razor support (that is,
fully margined DVS) running with a fixed
supply voltage of 1.8 V. All energy measure-
ments are based on circuit-level analyses,
which include the cost of Razor error recovery
and clock-delay elements.

Figure 6 shows the relative energy savings
for the simulated benchmarks. Clearly, local

DVS outperforms all other
techniques. We can expect
this because this ideal
approach to local voltage tun-
ing permits all stages to min-
imize their energy
requirements. Overall, it
achieves nearly twice the ener-
gy savings of the Razor global
DVS, and it finds a 38 percent
total reduction in energy,
compared with fully margin-
ed DVS. Global DVS with
retiming shows good gains as
well. This approach achieved
a 28 percent energy savings
over the baseline, and it ren-
dered a 12 percent improve-
ment in energy savings,
compared with original Razor

global DVS. The reduced design cost of
dynamic retiming, compared with local DVS,
comes at a reduction in energy savings.

Razor’s success provides a great opportuni-
ty to reconsider system design. In partic-

ular, the design of functional units and memory
structures could now be optimized for typical-
case latency instead of worst case. Such new
designs should have lower error rates, thereby
creating an additional opportunity to further
lower energy demands. MICRO
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